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Abstract: Consumers can access internet services using cloud computing, a recent technology. 

Appropriate task scheduling is necessary for cloud computing to operate at a high efficiency. Traditional 

heuristic techniques are inefficient in this setting because job scheduling in cloud technology is thought of 

as an NP-complete issue. Due to this, the bulk of newly suggested work scheduling algorithms have 

concentrated on Mixed Integer Linear Programming (MILP) techniques. In this study, utilizing MILP, we 

offered a revolutionary approach. The suggested method outperforms in terms of make span, according to 

the simulation and statistical analysis's findings. Furthermore, Gantt charts have been used to describe the 

outcomes of task scheduling. 

I. INTRODUCTION 

Recent years have seen the emergence of cloud computing as one of the most important technologies and 

well-liked online services. In order to reduce operating and maintenance costs, a new framework that 

moves the physical site of computation and storage within the network has been made possible by the 

introduction of the cloud computing environment. A new resource and tool in high-performance 

computing is cloud computing. A centralized, internet-based service delivery technique for keeping data 

and applications is known as cloud computing. Customers may access a variety of apps over the internet 

without installing any software thanks to cloud computing. High-performance computing also makes use 

of cloud computing to combine storage, memory, processing, and bandwidth. [1] In addition, cloud 

computing is a method that scales and delivers information and communication technology dynamically 

through the internet. Additionally, cloud computing offers computation power to Internet users as a free 

service based on the demand-driven pay-as-you-go model. Contrarily, scheduling is seen as a decision-

making procedure that is frequently employed in the majority of manufacturing and service-providing 

firms and is used to maximize efficiency. In actuality, scheduling is the distribution of resources across 

time to tasks for applications. [2-3] Scheduling is the difficult issue with cloud computing. Users in the 

cloud environment receive services from the cloud provider. The fact that the cloud provider provides 

services without identifying the location of host infrastructures and data centers is important. 

Additionally, due to business considerations, cloud computing must consider global customer tastes and 

expectations for service quality. 

II. MATHEMATICAL MODELLING 

A. Standard Mixed Integer Programming 

The branch and cut method used by the MIP solver, which is implemented in this technique, is based on 

linear programming. By resolving the linear programming relaxations of a series of smaller subproblems, 

this divide-and-conquer strategy[4-5] seeks to resolve the main issue. To increase the effectiveness of the 

entire algorithm, the MIP solver additionally uses sophisticated techniques including pre-solving, creating 

cutting planes, and utilizing primal heuristics. The MIP solver offers a variety of control settings and 

solution approaches [6-7]. For the advanced techniques in particular, it enables, disables, or sets levels. 

𝑚𝑖𝑛 𝐶𝑇 𝑥 

Subjected to 

𝐴𝑥{≥, =, ≤}𝑏 
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𝑙 ≤ 𝑥 ≤ 𝑢 

𝑥𝑖 ∈ 𝑍 ∀ 𝑖 ∈ 𝑆 

Where x is a vector of organizational factors, A is a matrix of technical coefficients, c is a vector of 

optimization problem coefficients, b is a vector of constraints' right half (RHS), l is a vector of lower 

values on variables, u is a vector of outer boundaries on factors, and S is a nonempty subcategory of the 

set of indices 1,....,n. 

B. Task Scheduling Optimization using MIP 

Mixed Integer Programming (MIP) has been incorporated in the proposed work to represent the (data set 

including the time needed for machine k to perform responsibilities of a position j represented by Rj,k and 

the sequential relying setup times of accessing task j after task I on machine k given by Qi,j,k is priori and 

calculated. [8-10] The model can reduce the maximum finish time (Lmax). There are some symbolic 

definitions to explain the computational formula of this problem. 

TABLE I: Symbolic definitions of various parameters of proposed problem 

Symbol Definition  

 Lj The moment the machine's most 

recent work, j, finished. 

 Lmax The makespan, or maximum 

completion time 

Yijk When job j is handled as soon as 

job I is handled by machine k 

It is 1; otherwise 0 

Y0jk It is 1 if machine k executes job 

j first; else, it is 0. 

 Yj0k Task I is 1 if it is the final job to 

be handled on machine k; else, it 

is 0. 

S a significant enough positive 

number 

Qijk + 

Rjk 

Matrix of corrected machine 

processing times 

Depending on the symbol definition in Table 1 above, this article establishes a mathematical model of 

(Rjk | Qijk | Lmax) as shown below.  

Objective function: 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑇𝑚𝑎𝑥    (1) 

𝑠. 𝑡. ∑ ∑ 𝑦𝑖,𝑗,𝑘 = 1, ∀𝑗 = 1, . . . . , 𝑁;𝑁
𝑖=0
𝑖≠𝑗

𝑀
𝑘   (2) 

∑ 𝑦0,𝑗,𝑘 = 1, ∀ 𝑘 = 1, … , 𝑀;𝑁
𝑗   (3)  

∑ 𝑦𝑖,𝑗,𝑘
𝑁
𝑖=0
𝑖≠ℎ

−  ∑ 𝑦ℎ,𝑗,𝑘 = 0, ∀ℎ = 1, … , 𝑁; 𝑁
𝑗=0
𝑗≠ℎ

  (4)  

𝐿𝑗 − [𝐿𝑖 + ∑ 𝑦(𝑄𝑖,𝑗,𝑘 + 𝑅𝑗,𝑘) + 𝑆(∑ 𝑦𝑖,𝑗,𝑘 − 1𝑀
𝑘=1 )𝑀

𝑘=1 ] ≥ 0, ∀𝑖 = 0, … , 𝑁;(5)  

𝐿𝑗 ≤  𝐿𝑚𝑎𝑥, ∀ 𝑗 =  1,··· , 𝑁;  (6)  

𝐿0  =  0;    (7)  

𝐿𝑗 ≥  0, ∀ 𝑗 =  1,··· , 𝑁;      (8) 
𝑦𝑖,𝑗,𝑘  ∈  {0, 1}, ∀ 𝑖 =  0,··· , 𝑁; ∀ 𝑗 =  0,··· , 𝑁; ∀ 𝑘 =  1,··· , 𝑀   (9) 
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The objective function of the proposed approach is to minimize the maximum completion time, the 

constraint in formula ensures that the job will be executed only once, the constraint indicates that the 

number of jobs to be processed first by each machine is 1, the constraint in formula (4) ensures that each 

job is processed first or constructed into a tight post-processing job of other jobs, the formula (5) is used 

to calculate the completion time of each job and the formula (6) defines Lmax as having to be greater than 

the completion time of any other job. The constraint (7) ensures that the completion of virtual job 0 is 0, 

he constraint (8) ensures that the completion time of the job is not negative, and the constraint (9) defines 

the value range of decision variable x [13-14] 

 

Pseudo Code for proposed approach 

Require: Identification of Minimize  

Input: Processing Time, Task 

sequence, Task IDs and Virtual 

Machine IDs  

Output: Minimum value of 

completion time Lmax  

1. Initialization: set bounds and iter = 0 

2. Loop Initialize for Lmax Objective 

function 

∑ 𝐿𝑚𝑎𝑥   

Loop Iterations = No. of Tasks.  

end 

3. Constraint Definition 

Loop initialize for constraint  
∑ ∑ 𝑦𝑖,𝑗,𝑘 = 1, ∀𝑗 = 1, . . . . , 𝑁;𝑁

𝑖=0
𝑖≠𝑗

𝑀
𝑘     

∑ 𝑦0,𝑗,𝑘 = 1, ∀ 𝑘 = 1, … , 𝑀;𝑁
𝑗     

∑ 𝑦𝑖,𝑗,𝑘
𝑁
𝑖=0
𝑖≠ℎ

−  ∑ 𝑦ℎ,𝑗,𝑘 = 0, ∀ℎ = 1, … , 𝑁; 𝑁
𝑗=0
𝑗≠ℎ

  

𝐿𝑗 − [𝐿𝑖 + ∑ 𝑦(𝑄𝑖,𝑗,𝑘 + 𝑅𝑗,𝑘) +𝑀
𝑘=1

𝑆(∑ 𝑦𝑖,𝑗,𝑘 − 1𝑀
𝑘=1 )] ≥ 0, ∀𝑖 = 0, … , 𝑁;(5)  

𝐿𝑗 ≤  𝐿𝑚𝑎𝑥, ∀ 𝑗 =  1,··· , 𝑁;   

𝐿0  =  0;     

𝐿𝑗 ≥  0, ∀ 𝑗 =  1,··· , 𝑁;       

⎯ 𝑦𝑖,𝑗,𝑘  ∈  {0, 1}, ∀ 𝑖 =  0,··· , 𝑁; ∀ 𝑗 =  0,···

 , 𝑁; ∀ 𝑘 =  1,··· , 𝑀    
end   

4. Solving problem using solver linear 

integer programming  

5. Sorting Lmax maximum values 

appending at top 

6. Algorithm Computation time 

calculation  

7. Plotting Gantt Charts 
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In this work six test cases have been considered for validating the AMIP algorithm. The complete test 

cases are shown in the given table:  

III. RESULTS 

The above AMIP algorithm is implemented on the proposed task scheduling optimization problem on 

MATLAB and following results are obtained in terms of Completion Time (Lmax). The given tables 

describe the various test cases, no. of virtual machines considered and n. of tasks assigned to the system.  

TABLE II: Completion timings for different test cases 

Test 

Case 

No. 

No. of 

Virtual 

Machines 

No. of 

Tasks 
Lmax  

TC #1 3 4 23 

TC #2 3 5 22 

TC #3 3 3 17 

TC #4 4 3 28 

TC #5 4 5 33 

TC #6 6 7 24 

It has been observed that, for the different test cases with variations in both Virtual Machines (VMs) and 

Tasks (T) completion time varies. It can be clearly seen from table 2 that Lmax for TC #1 was obtained as 

34 mins which can also be validated from the gantt chart of Processing Time Vs Virtual Machine plot of 

respective test case. With an increment of 1 task with 3 virtual machines no significant changes were 

observed in the system.  

 
Figure 1: Gantt Chart for VM scheduling for test case 1 

 
Figure 2: Gantt Chart for Task scheduling for test case 1 

Similarly for the all other test cases plot are shown in figure 2 to figure 6. It has been evident that with the 

increase in virtual machines, the completion time increases to an extent not exceeding 28 mins but when 

the simultaneously tasks are also increased in the system the completion time increases.  
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Figure 3: Gantt Chart for VM scheduling for test case 2 

 
Figure 4: Gantt Chart for Task scheduling for test case 2 

 
Figure 5: Gantt Chart for VM scheduling for test case 3 

 
Figure 6: Gantt Chart for Task scheduling for test case 3 

 
Figure 7: Gantt Chart for VM scheduling for test case 4 
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Figure 8: Gantt Chart for Task  scheduling for test case 4 

 
Figure 9: Gantt Chart for VM scheduling for test case 5 

 
Figure 10: Gantt Chart for Task scheduling for test case 5 

 
Figure 11: Gantt Chart for VM scheduling for test case 6 

 
Figure 12: Gantt Chart for Task scheduling for test case 6 

 

IV. CONCLUSION 

The Task Scheduling and Virtual Machine Scheduling has been successfully implemented on 

optimization using mixed integer linear programming algorithm. It has been seen that without scheduling 

the tasks and considering them as per the process timing or by machine IDs or by tasks IDs the execution 

time increases, when the proposed algorithm has been implemented, the completion timing reduces to an 

extent which can be evident from gantt charts.  
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